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FROM MENTAL MODELS TO ALGORITHMIC  
IMAGINARIES TO CO-CONSTRUCTIVE MENTAL 
MODELS  

C H R I S T I A N  S C H U L Z   

As technology in the fields of machine learning and artificial neural networks has 
advanced in recent years, triggering widespread public debate on the regulation 
and transparency of so-called artificial intelligence (as demonstrated by the cur-
rent debates around generative AIs such as ChatGPT or Dall-E), there have been 
increasing demands for explainable AI.  

The term “explainable artificial intelligence” (XAI) was first mentioned in 
2004 in a paper by Michael van Lent, William Fisher, and Michael Mancuso, to 
highlight the ability of a system to explain the behavior of AI-controlled entities in 
simulation games (van Lent et al. 2004), but it is only since 2016 that we can 
speak of a renewed boom and a systematically diversifying research field of XAI, 
after the term “explainability” was mentioned since the 1980s in the context of 
explaining expert systems (e.g., Moore and Swartout 1988; Swartout and Moore 
1993). However, as Tim Miller pointed out in a seminal paper in 2019, almost all 
work in the field of XAI is aimed solely at the perspective of researchers and de-
velopers and their intuitions of what constitutes a good explanation (Miller 2019). 

The Transregional Collaborative Research Center 318, “Constructing Ex-
plainability,” established in 2021 at the Universities of Paderborn and Bielefeld and 
funded by the German Research Foundation (DFG), has therefore set itself the 
task of expanding this perspective beyond the disciplines of computer science, 
cognitive science, and human-computer interaction, which are the obvious fields 
for AI development. This research network will work on the explainability of AI 
systems that primarily function co-constructively (Rohlfing et al. 2021). It will ex-
plicitly include not only the perspective of experts, but also that of different 
groups of everyday users who are not experts and differ substantially in their pri-
or technical knowledge, gender, education, and socio-economic status (Finke et 
al. 2022). In the course of this program, it is important to locate a co-constructive 
explainability of AI systems on the concrete level of implementation.  

However, this also requires a revision or even reconceptualization of certain 
theoretical concepts that play a central role in AI development, such as “mental 
models.” Such mental models represent a form of user modeling and, to put it 
simply, are supposed to indicate the user’s understanding of a technology. In 
computer science and human-computer interaction, however, they are almost 
always based on two quite problematic fundamental texts. Accordingly, this paper 
is divided into two parts.  

Starting with a very brief sketch of the genealogy of the concept of mental 
models in the AI context, the first part will show that the problem of asymmetry, 
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in which the developer or researcher perspective ultimately always triumphs over 
that of the (everyday) user, has been inscribed in AI development from the very 
beginning. This is problematic not only because it provides a potential gateway for 
all forms of discrimination (Chun 2021), but also because quite pragmatically, with 
such an emphasis on the developer position at the conceptual level, no co-
constructive explainability of AI systems can be implemented. Based on this find-
ing, the second part of the article will then briefly outline how the concept of “al-
gorithmic imaginaries” (Bucher 2018, 113-116) could make it possible to develop 
a symmetrical approach to such mental models. This would ultimately represent a 
decisive factor for the implementation of co-constructive explainability in AI sys-
tems. Admittedly, this cannot be done in the present paper, but it provides a use-
ful starting point and framework for further research, which seems necessary for 
a reconceptualization of mental models in the context of AI development and, in 
particular, for the explainability of AI systems. 

1. A BRIEF HISTORY OF MENTAL MODELS IN THE CONTEXT OF AI 

Mental models are an essential component of explanations. Although the ante-
cedents of concepts of mental models can be traced back to the nineteenth cen-
tury and can be found, for example, in the work of Charles Sanders Peirce (John-
son-Laird 2004), the first work to use the term explicitly was Kenneth Craik’s 
book The Nature of Explanation (1943). In the key fifth chapter of his book, Craik 
describes the anticipation and prediction of events as central properties of human 
thought. However, in his three-level model with the levels “translation, reasoning, 
and retranslation” (Craik 1943, 50), which in a way represent a kind of cybernetic 
feedback loop (Ashby 1956, Wiener 1948), he also assumes a dichotomy between 
inside and outside or subject and object, whereby the mental model can imitate 
reality or at least establish a similarity between world and image. Craik postulates 
a “similar relation-structure” between the image and the process it imitates 
(Craik 1943, 51), and thus ultimately a symbolism that is constitutive of human 
thought (ibid., 58). In this respect, it is hardly surprising that in his conceptualiza-
tion of mental models there is not necessarily a direct connection between this in-
side and outside, or subject and object, but rather a focus on symbolic meaning.  

This is quite in contrast to more recent variants and appropriations of the no-
tion of mental models, such as Donald Norman’s conceptualization, which has 
been influential for computer science and human-computer interaction. Relevant 
publications and papers in these two disciplines almost always refer to Norman’s 
text, first published in 1983. Norman’s conceptualization of a mental model dis-
tinguishes between a “conceptual model” on the part of the developers, who de-
velop a certain system (“target system”) for a certain purpose, and the mental 
models that users construct to explain this developed system – often involving dif-
ferent modes of use than those envisaged by the developers (Norman 1983, 7). 
These mental models of users are influenced by their previous technical 
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knowledge, their experiences with similar systems, and their perceptual ability. 
Norman therefore also speaks of a second-order conceptualization, thus the 
model of a model (Norman 1983, 8). Implicitly, this already addresses a co-
constructive perspective in addition to the aspect of processuality (Jones et al. 
2011). However, such a conceptualization clearly emphasizes the developer’s 
perspective, since both models are constructed on the developer’s side. This also 
subjects the mental model to an asymmetry that obstructs the explainability of AI 
systems as a social practice. Thus, there is no real co-construction here, since ul-
timately the developers decide on the models of the users.  

Nevertheless, it is interesting to note that these two foundational texts, be-
longing to cognitive science, are in some ways also symptomatic of the two para-
digms in the history of AI development. Craik’s conceptualization of mental mod-
els can still be clearly associated with the paradigm of symbolic AI that prevailed 
until the 1980s (Haugeland 1985). This paradigm is based on logical-mathematical 
methods and semantics and states that both the mind and the computer are phys-
ical symbol systems. The hypothesis here is that the human brain and the digital 
computer share a common functional description at some level of abstraction 
(Mitchell 2019, 9-12). In contrast, starting in 1987 and based on the influential 
work of John McClelland, David Rumelhart, and Geoffrey Hinton, there was a 
paradigm shift toward a connectionist approach, also called subsymbolic AI 
(McClelland et al. 1987). This approach states that AI should be created by mod-
eling the brain rather than by symbolically representing the world through the 
mind, and the roots here are not so much in philosophy as in neuroscience. It was 
not the conscious rational action of humans but the dynamic coupling of the or-
ganism or machine with the world that advanced here to model intelligent behav-
ior (Mitchell 2019, 12-17).  

Norman’s conceptualization of mental models preceded this paradigm shift 
toward subsymbolic AI by only a short time. While highly influential, his concept 
inevitably lags behind the paradigm shift toward connectionist approaches that 
became increasingly widespread in AI development from the late 1980s onward, 
since he ultimately remains caught in a symbolic paradigm.1 Subsequently, ap-
proaches and efforts towards a “human-centered design” (Norman 2004) or, 
more recently, a “more than human-centered design” (Wakkary 2021) influenced 
by posthumanist theory do not change anything, since they remain bound to a 
concept of mental models that can be traced back to symbolism. In this respect, 
and to summarize very briefly, either Craik’s antiquated mental models concept 

 
1  It is also interesting in this context that Norman has a paper in the influential book by 

McClelland and Rumelhart, in which he discusses cognition and parallel distributed pro-
cessing and at one point also indirectly mentions mental models. He writes: “Don’t I 
need to have mental variables, symbols that I manipulate? My answer is ‘yes’. I think this 
lack is a major deficiency in the PDP approach” (Norman 1987, 541). This shows that 
Norman remains more or less attached to a symbolic paradigm, which clearly reveals 
the desideratum of user modeling via co-constructive mental models with regard to a 
subsymbolic AI. 
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or Norman’s asymmetric model is still referenced here, but both remain tied to 
the symbolic AI paradigm, which must remain unsatisfactory in terms of a co-
constructive AI development. A preliminary sampling of the different lines of re-
ception of Craik’s and Norman’s concepts of mental models in computer science 
and HCI seems to confirm the urgent need for a reformulation of the concept. 
On the one hand, Craik’s and Norman’s positions are taken up by approaches 
from, for example, organizational learning or educational research, which perpet-
uate the problem of an inside/outside dichotomy described above (e.g. Rook 
2013), or reproduce the emphasis on the position of developers (e.g. Greca and 
Moreira 2000).  

In contrast, Volkamer and Renaud, in the field of computer science, have 
pointed out the asymmetry arising from this emphasis on the developer perspec-
tive (Volkamer and Renaud 2013, 256). It is therefore understandable that the 
disciplines of psycholinguistics and cognitive science, which are also heavily in-
volved in AI development, are increasingly focusing on the dialogic interaction sit-
uation (e.g., Brennan and Hanna 2009, Brennan et al. 2010, Brown-Schmidt 
2012).  

This is particularly evident in the concept of “partner models,” which, while 
building on earlier research on mental models, co-constructively foregrounds the 
“communicative capacities” (Doyle et al. 2021, 5) of human and non-human inter-
locutors. This “partner models” approach is important for a micro perspective 
and focuses on the communicative abilities and mutual understanding of the ac-
tors involved in the situation. However, it is not able to say anything about social 
aspects and contexts, whose relevance is not confined to concrete situations of 
human-human dialogues (HHD) or human-machine dialogues (HMD). For exam-
ple, the social situatedness of people (e.g., race, class, and gender), as well as af-
fective-emotional states associated with interface designs (Drucker 2014), play an 
essential role that must always be taken into account in explanations as social 
practices. However, the social situatedness of people is only very vaguely ad-
dressed in the conceptualization of partner models, with the notion of “global 
partner models” and the “broad stereotypes” behind them (Doyle et al. 2021, 2). 
The aspect of the social beyond the dialogic situation is not really considered. In a 
sense, then, the problem that emerges here corresponds to the relationship be-
tween micro and macro perspectives in the social sciences, but does not resolve 
the asymmetry of the influential mental models concepts.  

In the meantime, Norman also seems to have become aware of this prob-
lem, at least to some extent, because in his most recent book he explicitly em-
phasizes that a “human-centered design” approach (and thus also his conceptual-
ization of mental models) is no longer sufficient and instead argues for a 
“humanity-centered design.” He writes: 

The phrase “human centered” fails to emphasize the larger concerns 
and the need for increased sensitivity to biases and prejudices against 
certain societal groups. The phrase “humanity centered” emphasizes 
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designs that take into account the sociotechnical system in which 
people reside. (Norman 2023, 181f) 

Nevertheless, he still seems to regard the principles of “human-centered design” 
(with which he explicitly associates his definition of mental models, Norman 2004, 
75) as central for “humanity-centered design”: he writes that of course the prin-
ciples of “human-centered design” must be adhered to, but within a broader 
scope (Norman 2023, 182). It is therefore not surprising that in his sporadic ex-
planations of what “humanity-centered design” means for AI development, he on-
ly briefly touches on the concept of “human-centered AI” developed by Ben 
Shneiderman (Norman 2023, 269). Yet Shneiderman’s “human-centered AI” ac-
tually still means designer-centered AI, thus reproducing exactly those asymme-
tries that were highlighted above with regard to the history of the concept of 
mental models (Shneiderman 2022, 79–81). Norman nevertheless seems to feel a 
certain discomfort, for which, however, he cannot offer a concrete solution, but 
exhausts himself in vague proclamations. The paragraph on AI in his book con-
cludes with the following sentence: “My personal bias is that we must combine 
the good parts of old-fashioned symbolic reasoning with neural networks to allow 
the power of each to overcome the other’s deficiencies” (Norman 2023, 269).  

It becomes clear, then, that no solution to co-constructive user modeling is 
to be expected in either Craik’s or Norman’s models. The following section will 
therefore turn to research on algorithmic imaginaries in media and cultural stud-
ies. This concept of algorithmic imaginaries represents, in a way, the user-
centered equivalent to the mental models of computer science and HCI. With a 
theoretical reorientation, it can be used to develop a new, symmetrical approach 
to mental models, as the second part of the text will now show. 

2. THE IMPORTANCE OF ALGORITHMIC IMAGINARIES FOR A  
SYMMETRICAL CONCEPT OF MENTAL MODELS  

The concept of the “algorithmic imaginary” (Bucher 2018) has received attention 
in discourses around media studies and in particular social media research, as it 
brings into focus for the first time users’ appropriations of algorithmic processes 
operating in opacity and their imaginaries of these operations. Bucher describes 
this concept as  

[. . .] ways of thinking about what algorithms are, what they should 
be, how they function, and what these imaginations, in turn, make 
possible. While there is no way of knowing for sure how algorithms 
work, the personal algorithm stories illuminate how knowing algo-
rithms might involve other kinds of registers than code. […] In other 
words, the algorithmic imaginary emerges in the public’s beliefs, expe-
riences, and expectations of what an algorithm is and should be. 
(Bucher 2018, 113f) 
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Thus, this approach is primarily concerned with the users’ perspective. This is im-
portant for a comprehensive theoretical understanding of AI systems, because 
without a precise description of users’ practices and imaginaries of how different 
AI systems work, one would inevitably fall into some form of reductionism and 
end up with an asymmetrical view. This would once again highlight the develop-
ers’ perspective, like the concepts of mental models discussed above. Bucher's 
concept, however, cannot offer a symmetric conceptualization of mental models 
on a micro level because it omits the processes on the side of the developers. It is 
therefore important that concepts of the algorithmic imaginary should include the 
algorithmic processes, which are usually opaque from the user’s perspective and 
are located in the so-called “backend,” i.e. the invisible part of the interface. This 
has been demonstrated elsewhere for the context of social media platforms 
(Schulz 2023). Here, too, the algorithm “imagines” the future behavior of the us-
ers via so-called “predictor modules” of machine learning, which are supposed to 
predict the future behavior of the users from all their actions. Although it must be 
noted that the algorithm (or more generally an AI system) does not “imagine” in 
the human sense, and the metaphorical part must always be taken into account, it 
is worth extending the concept of the imaginary to non-human entities. The algo-
rithm not only computes according to predefined parameters, but also constantly 
plays through transforming and supposedly fitting models in the backend depend-
ing on the user’s behavior. Fisher and Mehozay (2019) suggest that, on the one 
hand, the algorithm observes the behavior of users and derives imaginaries from 
this, but that, on the other hand, the designers and developers also rely on “imag-
inary interlocutors” (Fisher and Mehozay 2019, 1179). This approach must be ex-
tended to include the user perspective, just as, conversely, the perspective of the 
developers and algorithms must be integrated into Bucher’s concept of an algo-
rithmic imaginary.  

Indeed, the users’ imaginaries are a concrete part of the infrastructure of AI, 
and precisely because of this, the algorithmic imaginaries also affect and change 
the behavior of these very users via the backend. This is a constant interplay 
(Schulz and Matzner 2020), which is coupled to the imaginary and converges in 
the interfaces of AI systems. This makes it necessary to design a theoretically 
more comprehensive algorithmic imaginary, which includes algorithms and the 
developer’s perspective, as well as the perspectives of different users and, not 
least, the level of the interface. Such a reconceptualization of the algorithmic im-
aginary enables us to move from a more theoretical and cultural science perspec-
tive towards an interdisciplinary and co-constructive approach to mental models, 
which encompasses AI systems, developers, and users alike, and does not place 
one entity above another.  

This is all the more important because recent scientific appropriations of an 
imaginary in the field of AI research are based almost exclusively on science and 
technology studies (Jasanoff and Kim 2009; Jasanoff and Kim 2015), where they 
reflect the so-called “practice turn” (Schüttpelz et al. 2021). Curiously, however, 
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they only deal with the big social imaginaries (e.g., about ethical concerns or the 
dangers of a general artificial intelligence), or reproduce on a micro level the 
asymmetric perspective of designers. Arguing along these lines, Lucy Suchman, 
following Keith Grint and Steve Woolgar, has already pointed out that “design im-
aginaries” (Suchman 2007, 187-205) on the part of developers play a central role 
in “user configuration” (Grint and Woolgar 1997, 92) in the course of technology 
developments.  

However, the role of everyday users is not included here, not least because 
of the ethnographic focus on developers and expert users. For this very reason, 
imaginaries are necessary – both on the part of the developers, about possible 
ways of using the technology by the users (especially with regard to the imple-
mentation of new functions), and on the algorithmic level (with regard to the ex-
plainability of algorithmic decisions). Of course, a newly introduced (algorithmic) 
technology or function and a corresponding explanation by no means always leads 
to the usage behavior anticipated by the developers, although certain incentives 
can be set up in the interface design to influence behavior (e.g., pop-up windows 
that display explanations when needed). Conversely, however, it is also not the 
case that users determine the behavior of AI systems, although they can try to in-
fluence them by giving good or bad ratings for the explanations they are offered. 
Such practices stem from users’ ideas about how the AI works and correspond 
quite closely to what Bucher meant by her suggestion of an “algorithmic imagi-
nary.” Nonetheless, it is essential to consider the other side of the “design imagi-
naries” and algorithms for a comprehensive understanding of how AI systems 
work, without playing one side off against the other.  

In this respect, Bucher’s concept of the algorithmic imaginary, which places 
users at the center, provides a useful counterpoint to the asymmetric concepts of 
mental models presented in the first part of this paper, with their emphasis on the 
position of developers. Beyond that, however, an algorithmic imaginary that in-
cludes users as well as developers and algorithms (Schulz 2023), and also the level 
of the interface, potentially offers the possibility of a fundamentally new and 
symmetrical approach to user modeling in AI development via mental models. 
And this is precisely where interdisciplinary AI development can concretely bene-
fit from media studies research. 

3. OUTLOOK 

This leads me to the question what such an endeavor might look like and how it 
might succeed. First of all, it is crucial to compile a compendium of such models, 
based on an exact review and reading of the different lines of reception of mental 
models in the disciplines of cognitive science, computer science and HCI. The 
primary goal is to gain a detailed overview of the heterogeneous ramifications and 
transformations of mental models.  
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At the same time, the concept of a multi-perspectival algorithmic imaginary, 
which encompasses both the developer and the user perspective and also the AI 
systems themselves and their interfaces in their respective sociotechnical situat-
edness (Haraway 1988), makes it necessary to explicitly understand this negotia-
tion process as a social practice, without privileging one perspective over the oth-
er. This also makes it necessary not to lose sight of the differences between the 
two theoretical concepts of mental models and imaginaries. While imaginaries, in 
our conceptualization, address both the imaginaries of users in relation to AI 
technologies and the imaginaries of developers about certain behaviors of users in 
dealing with them, the notion of mental models is traditionally narrower and tar-
gets already formalized and specified application contexts. This is to a significant 
extent related to the appropriation of the concept by the disciplines of computer 
science and HCI.  

In this respect, mental models also have a latent tendency to address more 
expert knowledge. Or at least, this is still the case at present, but this is exactly 
what a reconceptualization and the development of a symmetric concept of men-
tal models aims to change. In addition, however, it is also important to look at 
current developments in the relevant fields or disciplines. For example, in the field 
of HCI, there are interesting developments in the area of participatory design 
(Bødker and Kyng 2018, Bødker et al. 2021), where we find very similar calls for 
greater inclusion of users right from the development level. The approach of a co-
constructive XAI makes similar demands. In any case, “Designing is entangling – 
the simple act of encouraging interdependence” (Easterling 2021, 13). There 
could be worse perspectives for media studies research than to participate in the 
concrete development of better AI. 
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